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ABSTRACT 

 

Federated Learning is a machine learning environment in 

which the aim is to train a high-quality centralized model using 

training data spread among multiple clients, each of which has 

unreliable and generally sluggish network connections. For this 

situation, we investigate learning methods in which each client 

individually computes an update to the current model based on its 

local data and sends this update to a central server, where the client-

side changes are combined to compute a new global model. Mobile 

phones are the most common clients in this scenario; therefore, 

communication efficiency is critical. 

Secure aggregation for federated learning enhances federated 

learning by guaranteeing that weights received from distant devices 

are encrypted before being forwarded to the central device to be 

aggregated or before being aggregated in another remote device. 

This adds an extra degree of security by guaranteeing that the 

weights stay anonymous, as the weights of a model might potentially 

jeopardize privacy.         
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1. INTRODUCTION 
 

1.1 SCOPE 

 

Federated learning is a method of training deep learning 

models where the training takes place across various remote devices 

before aggregating the results into a central model. This is done to 

protect the privacy of the data on the remote devices, as the central 

model does not have access to the personal data on the remote 

devices but only to the weights learned from the remote models. 

To improve the security of this process, the weights learned 

from the remote devices are encrypted before being sent to the 

central model for aggregation. The encrypted weights are then 

decrypted after they have been aggregated. 

In this project, remote devices are not used, but the process of 

training across remote models is simulated by dividing a dataset into 

smaller sub-datasets and creating separate models for each sub-

dataset. A central model is created, but it has no access to the data. 

Instead, it only has access to the weights obtained from the training 

of the remote models in an anonymous manner. 

Virtual workers are used to simulate independent, anonymous 

devices where the remote models are stored. The remote models are 

trained on their respective sub datasets, and the weights are returned 

to the central model for aggregation. 

The weights from the remote models are encrypted using the 

Python Syft package and are then divided and aggregated among 

selected remote models in an encrypted form. Finally, they are 

returned to the central model to be decrypted. 

This process ensures that the central model does not have 

direct access to the weights from the remote models but only to their 

aggregated, encrypted form. This adds an extra layer of privacy and 

protects the data on the remote devices from being compromised by 

the central model. 

 
 

1.2 NOVELTY 

 

The novelty of this project lies in the use of virtual workers to 

simulate remote devices for federated learning, where the training 

takes place across various independent and anonymous models on 
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sub-datasets. This simulates a distributed learning environment, 

where data privacy is maintained by encrypting the weights learned 

from the remote models before aggregating them into the central 

model. The use of the Python Syft package for encryption and 

decryption of the weights adds an extra layer of privacy and security 

to the federated learning process. Overall, this project explores the 

approach to maintaining the privacy and security of the training 

process. 
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 1.3 LITERATURE SYRVEY 
  

Title Major 

Technologies 

Used 

Results/ Outcomes Major 

drawbacks 

Gradient-based 

learning applied 

to document 

recognition. 

Convolutional 

Neural 

Networks 

(CNNs), 

backpropagation 

algorithm, 

digitized images 

of documents 

for training and 

testing 

The paper introduced a 

new approach for 

document recognition 

using CNNs, which 

achieved a significant 

improvement over the 

previous state-of-the-art 

methods. 

The dataset used 

was relatively 

small compared 

to modern 

standards, and the 

paper did not 

address some of 

the computational 

challenges that 

come with 

training large 

CNNs on large 

datasets. 

Biscotti: A 

Blockchain 

System for 

Private and 

Secure 

Federated 

Learning. 

Blockchain, 

smart contracts, 

secure multi-

party 

computation 

(MPC), 

federated 

learning 

The paper introduced a 

new system for federated 

learning that leverages 

blockchain and smart 

contracts to ensure 

privacy, security, and 

fairness in a distributed 

environment. 

Experimental results 

showed that the 

proposed system 

outperformed existing 

federated learning 

methods in terms of 

privacy and security. 

The proposed 

system involves a 

high 

computational 

overhead, which 

could limit its 

scalability and 

practicality in 

real-world 

scenarios. 

A Hybrid 

Approach to 

Privacy-

Preserving 

Federated 

Learning. 

Homomorphic 

encryption, 

differential 

privacy, 

federated 

learning, 

The paper proposed a 

new hybrid approach to 

federated learning that 

combines the benefits of 

homomorphic 

encryption and 

The proposed 

method involves 

a significant 

computational 

overhead, which 

could limit its 
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centralized 

learning 

differential privacy to 

protect the privacy of 

user data while 

achieving high accuracy 

in the learning process. 

The proposed method 

achieved higher 

accuracy than existing 

methods with 

comparable levels of 

privacy protection. 

scalability and 

practicality in 

real-world 

scenarios. 

From distributed 

machine 

learning to 

federated 

learning: In the 

view of data 

privacy and 

security. 

Federated 

learning, 

differential 

privacy, secure 

aggregation, 

decentralized 

optimization 

The paper reviewed the 

evolution of distributed 

machine learning to 

federated learning, with 

a focus on the 

importance of data 

privacy and security. 

The authors highlighted 

the advantages and 

challenges of federated 

learning and proposed 

some solutions for 

ensuring privacy and 

security in the federated 

learning process. 

The paper did not 

provide any 

empirical results 

or 

implementation 

details of the 

proposed 

solutions. 

Federated 

Learning: 

Challenges, 

Methods, and 

Future 

Directions. 

Federated 

learning, 

privacy-

preserving 

techniques, 

distributed 

optimization 

he paper provided an 

overview of federated 

learning, its challenges, 

and existing solutions 

for privacy-preserving 

federated learning. 

 

A review of 

applications in 

federated 

learning. 

reviewed 

various 

applications of 

federated 

learning in 

industrial 

engineering. 

They 

highlighted the 

major 

The review showed that 

federated learning has 

promising results in 

improving accuracy and 

privacy of machine 

learning models. 

 

One drawback of 

federated learning 

is the potential for 

communication 

and 

synchronization 

overhead, which 

can limit the 

scalability of the 

system 
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technologies 

used in 

federated 

learning, 

including 

differential 

privacy, 

homomorphic 

encryption, and 

secure multi-

party 

computation. 

Federated 

Learning: A 

Survey on 

Enabling 

Technologies, 

Protocols, and 

Applications. 

conducted a 

survey on the 

enabling 

technologies, 

protocols, and 

applications of 

federated 

learning. They 

identified the 

major 

technologies 

used in 

federated 

learning, 

including 

differential 

privacy, secure 

aggregation, and 

secure multi-

party 

computation. 

The survey showed that 

federated learning has 

promising outcomes in 

terms of accuracy and 

privacy preservation. 

One drawback of 

federated learning 

is the potential for 

malicious attacks 

from participating 

devices, which 

can compromise 

the integrity and 

privacy of the 

system. 

A survey on 

security and 

privacy of 

federated 

learning. 

They 

highlighted the 

major 

technologies 

used in 

federated 

learning, 

including 

differential 

privacy, 

The survey showed that 

federated learning has 

promising outcomes in 

terms of privacy 

preservation, but 

security concerns remain 

a major challenge. 

One drawback of 

federated learning 

is the lack of 

standardized 

security protocols 

and frameworks, 

which can make it 

difficult to ensure 

the security of the 

system. 
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homomorphic 

encryption, and 

secure multi-

party 

computation. 

The future of 

digital health 

with federated 

learning. 

They 

highlighted the 

major 

technologies 

used in 

federated 

learning, 

including 

differential 

privacy, 

federated 

learning 

algorithms, and 

secure multi-

party 

computation. 

The review showed that 

federated learning has 

promising outcomes in 

terms of improving the 

accuracy and privacy of 

digital health 

applications. 

One drawback of 

federated learning 

is the potential for 

communication 

overhead and 

privacy breaches, 

which can limit 

the scalability and 

effectiveness of 

the system 

Efficient and 

Privacy-

enhanced 

Federated 

Learning for 

Industrial 

Artificial 

Intelligence. 

proposed an 

efficient and 

privacy-

enhanced 

federated 

learning 

framework for 

industrial 

artificial 

intelligence. 

They used 

differential 

privacy and 

secure 

aggregation to 

improve privacy 

preservation in 

federated 

learning. 

The results showed that 

their proposed 

framework can achieve 

high accuracy while 

preserving privacy. 

One drawback of 

their framework 

is the potential for 

communication 

and computation 

overhead, which 

can limit the 

scalability of the 

system. 

Security Data 

Collection and 

Data Analytics 

They 

highlighted the 

major 

The survey showed that 

secure data collection 

and analytics are critical 

One drawback of 

federated learning 

is the potential for 
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in the Internet: 

A Survey. 

technologies 

used in security 

data collection, 

including 

encryption, 

access control, 

and secure 

communication 

protocols. 

for ensuring the security 

and privacy of federated 

learning systems. 

security breaches 

from participating 

devices, which 

can compromise 

the integrity of 

the system. 

Global Data 

Plane: A 

Federated 

Vision for 

Secure Data in 

Edge 

Computing. 

proposed a 

federated vision 

for secure data 

in edge 

computing. 

They used a 

global data 

plane 

architecture to 

enable secure 

and efficient 

data sharing 

among edge 

devices. 

The results showed that 

their proposed 

architecture can improve 

data privacy and 

availability in edge 

computing. 

One drawback of 

their approach is 

the potential for 

communication 

overhead and 

synchronization 

issues, which can 

limit the 

scalability of the 

system. 

Byzantine-

Resilient Secure 

Federated 

Learning. 

proposed a 

Byzantine-

resilient secure 

federated 

learning 

framework to 

address the 

security 

challenges of 

federated 

learning. They 

used secret 

sharing and 

threshold 

cryptography to 

protect against 

malicious 

attacks from 

participating 

devices. 

The results showed that 

their proposed 

framework can improve 

the security and privacy 

of federated learning 

systems. 

One drawback of 

their approach is 

the potential for 

increased 

communication 

overhead and 

computation 

complexity, 

which can limit 

the scalability of 

the system. 



 
MULTI ROUND SECURE AGGREGATION BY SOUND FOR SYSTEM CHECK USING FEDERATED LEARNING  

CHEBROLU SAI PRASANNA ABHINAV 9 

 

 

A Survey of 

Incentive 

Mechanism 

Design for 

Federated 

Learning. 

The major 

technologies 

used in this 

study are game 

theory, 

optimization, 

and machine 

learning. 

The results of the study 

show that incentive 

mechanisms have 

significant impacts on 

the performance of 

federated learning. 

One of the 

drawbacks of the 

paper is that it 

only focuses on 

incentive 

mechanisms and 

does not discuss 

other important 

aspects of 

federated 

learning. 

Federated 

learning for 

drone 

authentication. 

The major 

technologies 

used in this 

study are 

machine 

learning, 

blockchain, and 

cryptography. 

The results of the study 

show that the proposed 

mechanism can achieve 

high accuracy and 

security for drone 

authentication. 

one of the 

drawbacks of the 

paper is that the 

proposed 

mechanism 

requires a 

significant 

amount of 

computational 

resources, which 

may not be 

available on low-

power devices. 

A Performance 

Evaluation of 

Federated 

Learning 

Algorithms. 

The major 

technologies 

used in this 

study are 

machine 

learning, 

optimization, 

and distributed 

computing. 

The results of the study 

show that federated 

learning can achieve 

comparable performance 

to centralized learning 

under certain conditions, 

such as when the data is 

distributed evenly. 

one of the 

drawbacks of the 

paper is that it 

only considers a 

limited set of 

federated learning 

algorithms and 

does not discuss 

their applicability 

in real-world 

scenarios. 

 

Survey of 

Personalization 

Techniques for 

Federated 

Learning. 

This paper 

surveys the 

personalization 

techniques for 

federated 

learning. The 

The results of the study 

show that 

personalization can 

improve the performance 

of federated learning by 

one of the 

drawbacks of the 

paper is that it 

only considers a 

limited set of 

personalization 
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major 

technologies 

used in this 

study are 

machine 

learning, 

optimization, 

and privacy-

preserving 

techniques. 

leveraging user-specific 

data. 

techniques and 

does not discuss 

their scalability 

and robustness in 

real-world 

scenarios. 

TiFL: A Tier-

based Federated 

Learning 

System. 

This paper 

proposes a tier-

based federated 

learning system 

called TiFL. 

The major 

technologies 

used in this 

study are 

distributed 

computing, 

machine 

learning, and 

optimization. 

 

The results of the study 

show that TiFL can 

achieve high 

performance and 

scalability compared to 

other federated learning 

systems. 

one of the 

drawbacks of the 

paper is that the 

proposed system 

requires a high 

degree of 

coordination and 

communication 

among the tiers, 

which may not be 

feasible in some 

scenarios. 

Security and 

Privacy Threats 

to Federated 

Learning: 

Issues, Methods, 

and Challenges. 

This paper 

discusses the 

security and 

privacy threats 

to federated 

learning. The 

major 

technologies 

used in this 

study are 

machine 

learning, 

cryptography, 

and security 

analysis. 

 

The results of the study 

show that federated 

learning is vulnerable to 

various attacks, such as 

model poisoning and 

membership inference 

attacks. The paper also 

discusses some potential 

solutions to mitigate 

these threats. 

one of the 

drawbacks of the 

paper is that it 

only discusses the 

threats and 

solutions at a high 

level and does not 

provide a 

comprehensive 

analysis of their 

effectiveness. 

 Privacy and 

Security in 

Machine 

learning 

Many of these papers 

propose new techniques 

Some papers are 

highly technical 
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Federated 

Learning: A 

Survey. 

Blockchain 

Privacy-

preserving 

techniques 

(such as 

differential 

privacy) 

Distributed 

computing 

Encryption and 

secure 

computation 

Internet of 

Things (IoT) 

or systems for improving 

federated learning in 

various aspects such as 

privacy, security, 

performance, and 

scalability. 

Some papers provide 

surveys or overviews of 

the state-of-the-art 

research in federated 

learning and related 

areas. 

and require a 

strong 

background in 

machine learning, 

cryptography, or 

other specialized 

fields to fully 

understand. 

Some papers 

propose solutions 

that may not be 

practical to 

implement in 

real-world 

settings due to 

technical 

limitations, cost, 

or other 

constraints. 

Federated 

Machine 

Learning: From 

a Software 

Engineering 

Perspective 

Software 

engineering, 

federated 

machine 

learning 

This paper provides a 

comprehensive overview 

of the software 

engineering aspects of 

federated machine 

learning. It explores the 

software engineering 

practices and challenges 

in developing federated 

machine learning 

systems, including 

system architecture, 

communication, 

security, and privacy.  

This paper does 

not provide any 

empirical 

evaluation or case 

study. 

 A systematic 

review of 

federated 

learning 

applications for 

biomedical data 

Biomedical 

data, federated 

learning 

This paper presents a 

systematic review of the 

applications of federated 

learning in biomedical 

data. The authors 

analyzed 51 studies and 

found that federated 

learning has shown 

promising results in 

various biomedical 

The studies 

analyzed in this 

paper used 

different 

federated learning 

approaches and 

evaluation 

metrics, making it 

difficult to 

compare and 
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applications, such as 

medical image analysis, 

electronic health records, 

and genomics.  

generalize the 

results. 

Additionally, the 

paper does not 

provide a meta-

analysis or 

quantitative 

synthesis of the 

studies. 

 

All the 30 papers which are based off federated learning have been reviewed 

thoroughly and are used for this project for comparison and better understanding. 

 

On analysing, we conclude that federated learning has several limitations that can 

impact its effectiveness and efficiency.  

 

Firstly, the approach heavily relies on the quality and quantity of data collected 

from devices, which can vary significantly in terms of data distribution and 

quality. Secondly, the communication and computation costs of federated 

learning can be high, especially when dealing with large datasets or many 

devices. This can lead to slow convergence and increased power consumption. 

Additionally, federated learning may suffer from issues related to privacy and 

security, as data is transmitted and processed on distributed devices, which 

increases the risk of data breaches or malicious attacks. Finally, federated 

learning may not be suitable for all applications, as some tasks may require 

centralized data processing or may not benefit from distributed learning. 

 
 

2. ARCHITECTURE 

 
Federated Learning  

Main Principle: Train Locally – Average Globally  
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Fig 1: Federated Learning 

 

Foundations  

- Model Aggregation  

- Data Heterogeneity  

- No/Weak Labels – Unsupervised FL  

Scalability   

- Resource Constrained FL (Small edge models, large server 

model)  

- Convergence: 1K users to 1M Users  

- Federated neural architecture search.  

Trustworthiness  

- Secure and resilient model aggregation  

- Adversarial users (data/model poisoning)  

- Leveraging trusted computing environments  

 

Ensuring Privacy by avoiding Data Movement from the users  
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Fig 2: Ensuring Privacy by avoiding Data Movement from the users  

Secure aggregation is a multi-round secure MPC problem with user 

dropouts.  

Partial user participation leads to privacy leakage.  

- Random selection may reveal all individual models.  

- Exp o N=40 users o MNIST dataset with non iid distribution 

o K=8 users are selected at random at each round o The 

server estimates the individual gradients through least-

squares.  

  
 

Fig 3: Result after random selection 

  

Federated averaging with partial user participation  
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Fig 4: Federated averaging 

 

Method 1: Multi-round Privacy (T)  

  

Fig 5: Multi-Round privacy 

Baseline  

1. User partitioning  

◼ Large multi-round privacy T=group size  

◼ In many rounds, however, no groups are available.  

2. Random Selection  

◼ Small multi-round privacy T=1  

◼ Any subset of available users can be selected in any round.  

  

 

Method 2: Average Aggregation Cardinality (C)  
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C = Average number of participating users over all rounds 

  

 

Fig 6: Average aggregation cardinality 

  

 

Method 3: Aggregation Fairness Gap (F)  

◼ Aggregation Fairness Gap F  

◼ F = max. average participation frequency – min. average 

participation frequency  

  

Fig 7: Aggregation fairness gap 

  

Proposed Approach: Multi Round Sec Agg  

1. Batch Partitioning  

◼ Idea: Partition users into T-user batches; allow selection 

of any K/T available batches  

◼ Input: N, K<= N, 1<= T <= K  
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◼ Output:  A family of K User sets satisfying the multi-

round privacy T ▪  This Family is represented by a 

matrix B.  

 

   

Fig 8: User sets converted to binary 

2. Available batch selection to guarantee fairness.  

◼ Idea: Select based in the minimum 

frequency of participation  

◼ Input: Set of available users at round t and B 

◼ Output: Set of users that will participate 

at round t.  

  

 

Fig 9: Batch Selection 

  

3. Multi-Seg SecAgg Theoretical Guarantees  
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Fig 10: Multi-Seg SecAgg 

 

Optimality of Multi-RoundSecAgg  

- Any strategy satisfying the multi-round privacy guarantee 

must have a batch partitioning structure  

- For given N,K<=N/2 and T, any strategy satisfying a multi-

round privacy T can have at most Rmax, user sets  

  

 

3. IMPLEMENTATION 

 

  File Formats of Dataset:  

The data is stored in a very simple file format designed for 

storing vectors and multidimensional matrices. General info on 

this format is given at the end of this page, but you don't need 

to read that to use the data files.  
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All the integers in the files are stored in the MSB first (high 

endian) format used by most non-Intel processors. Users of 

Intel processors and other low-endian machines must flip the 

bytes of the header.  

There are 4 files:  

train-images-idx3-ubyte:  training  set  images  

train-labels-idx1-ubyte:  training  set  labels  

t10k-images-idx3-ubyte:   test  set  images  

t10k-labels-idx1-ubyte:  test set labels  

The training set contains 60000 examples, and the test set 10000 

examples.  

The first 5000 examples of the test set are taken from the 

original NIST training set. The last 5000 are taken from the 

original NIST test set. The first 5000 are cleaner and easier than 

the last 5000.  

TRAINING SET LABEL FILE (train-labels-idx1-ubyte):  

[offset] [type]          [value]          

[description] 0000     32 bit integer  

0x00000801(2049) magic number (MSB first)  

0004     32 bit integer  60000            number of 

items  

0008     unsigned byte   ??               label  

0009     unsigned byte   ??               label  

........  

xxxx     unsigned byte   ??               label  

The labels values are 0 to 9.  

TRAINING SET IMAGE FILE (train-images-idx3-ubyte):  

[offset] [type]          [value]          

[description]  

0000     32 bit integer  0x00000803(2051) magic 

number  

0004     32 bit integer  60000            number of 

images  

0008     32 bit integer  28               number of 

rows  
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0012     32 bit integer  28               number of 

columns  

0016     unsigned byte   ??               pixel  

0017     unsigned byte   ??               pixel  

........  

xxxx     unsigned byte   ??               pixel  

Pixels are organized row-wise. Pixel values are 0 to 255. 0 

means background (white), 255 means foreground (black).  

TEST SET LABEL FILE (t10k-labels-idx1-ubyte):  

[offset] [type]          [value]          

[description] 0000     32 bit integer  

0x00000801(2049) magic number (MSB first)  

0004     32 bit integer  10000            number of 

items  

0008     unsigned byte   ??               label  

0009     unsigned byte   ??               label  

........ xxxx     unsigned byte   ??               

label The labels values are 0 to 9.  

TEST SET IMAGE FILE (t10k-images-idx3-ubyte):  

[offset] [type]          [value]          

[description]  

0000     32 bit integer  0x00000803(2051) magic 

number  

0004     32 bit integer  10000            number of 

images  

0008     32 bit integer  28               number of 

rows  

0012     32 bit integer  28               number of 

columns  

0016     unsigned byte   ??               pixel  

0017     unsigned byte   ??               pixel  

........  

xxxx     unsigned byte   ??               pixel  

Pixels are organized row-wise. Pixel values are 0 to 255. 0 

means background (white), 255 means foreground (black).  
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These are the few samples of the code training the MNIST Dataset with 

different techniques, loading with GPU interfaces, Logging the directories 

to save the outputs, Training the dataset, and rewriting the client work 

policies. 

 

4. RESULTS AND DISCUSSION 

 

Here, we have analysed normal sound samples and abnormal 

sound samples and compared them by putting one sound wave 

over the other. In this way, the faulty machines could be detected 

among the devices. 

 

First, we have taken a normal sound sample from the mnist 

dataset. This is the sound sample of a washing machine. 
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Fig 11: Normal sound sample of a washing machine 

Next, we take the input from the user. We collect the sound sample of the 

abnormal machine.  

 
Fig 12: Sound sample of a faulty washing machine 

 

Now we compare the normal and abnormal sound samples and 

find that there was indeed an error/ fault in the machine. This is 

where the detection part comes in. 
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Fig 13: Comparing the normal and faulty outputs 

 

In case of very complex sound samples, we use fourier transform 

to break the samples into parts and then analyse the defect. 

 
Fig 14: Using fourier transform to understand the difference better 

 

 

Below is the spectrogram model of the sound sample. In this too, we find 

that there’s a difference between normal and abnormal sounds. 

 

 
Fig 15: Spectrogram sample of short fourier transform of a normal working device 

 

 

 



 
MULTI ROUND SECURE AGGREGATION BY SOUND FOR SYSTEM CHECK USING FEDERATED LEARNING  

CHEBROLU SAI PRASANNA ABHINAV 25 

 

Fig 16: Comparison with an abnormal signal 

 

Here, we can compare the different histogram plot graphs with 

frequency and time as axes, for both normal and abnormal sounds 

tracked. Our project will be continued in determining the 

statements for the problem detection and will be communicated 

with the clous without any disturbances and data loss.  
 
We are using a very simple neural network with 100 epochs due 

to limited computational resources and we got an overall score of 76.9% 
accuracy. 

 

 
 

5. CONCLUSION AND FUTURE WORK 

 
In conclusion, the use of Federated Learning is to train a centralized 

machine learning model using data distributed among multiple clients with 

unreliable and sluggish network connections. To improve the security of 

this method, Secure Aggregation is introduced, which ensures that the 

weights received from remote devices are encrypted before being 

forwarded to the central device or aggregated on another remote device. 

This helps to protect the privacy of the data and the anonymity of the 

clients. The critical importance of communication efficiency is 

highlighted, particularly with mobile phones being the most common 

clients. 

 

Future work in this area could focus on developing more efficient and 

secure methods for federated learning and secure aggregation, particularly 

for scenarios where network connections are particularly slow or 

unreliable. Additionally, research could explore ways to improve the 

accuracy of the machine learning models produced through Federated 

Learning, as well as how to incorporate additional privacy and security 

measures to further protect sensitive data. Finally, there may be 

opportunities to apply Federated Learning to new domains, such as 

healthcare or finance, where privacy and security concerns are particularly 

high. 
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